Space   is the biggest lesson learned
Dev - Int - Prd --> important to have standards and do testing
Hardware - duplicate machines to run instances on
Disks -  LOTS of disks   -  Plan for current capacity and anticipated growth
Test -  and Test

Plan – Design Usage
Follow Standards
Configuration, configuration, configuration of hardware
Tools for Daily Monitoring built

Root Cause Analysis

Index / View  to help with user and queries 

Application & DB Maintenace

Freezing unrealistic  

Requirements 

· Database Liaison  position, especially an active liason with some
authority has been helpful The disk hardware options must be known.

· The performance goals for the system must be identified. 

· The disk mirroring architecture must be known. 

· Disks must be dedicated to the database.  
· SPACE -  In fact, I venture to say, it has consumed more time than any other
issue. 

· Plan for current capacity and anticipated growth
· Requirements Definition and Implementation for each application 
· Identical Machines for testing – follow dev -> int -> prd methodology
· Integration instance  -  this separation allows changes to be made to any of these areas without effecting the others, and allows testing of all the applications together -- Consider the importance of your testing approach              again follow dev -> int -> prd methodology
· Documentation on all schemas 

· Testing  

· Upgrade Plan to ensure Oracle plays nice with all applications

· Simulation for sizing

Configuration, configuration, configuration

A very significant amount of our time was spent on configuration, or of the various pieces of software infrastructure that were required to get the whole circus marching up the street in the same direction.

Oracle: Daily tasks
  We have built in house tools to help monitor our the database and use the OEM tool for monitoring as well as  creating charts for space and cpu usage. These tools are also used for decision making regarding tuning of the database. 


Designer tool
Following standards  cvs, cutting scripts

Ddl in repositories, store all code 

Work with application owners

Recovery /backup

Tape

Disks

Robot/Library – depending on size of database 

